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• GeoCat B.V. -  Located in Bennekom, NL

• Jeroen Ticheler (CEO) creator of Geonetwork metadata 

catalogue

• Geocat B.V, Major business on Geonetwork support, SDI on 

cloud and bridge between ArcGIS (ESRI) and OpenSource 



http://nationaalgeoregister.nl



• ISRIC - World Soil Reference is located in Wageningen

• It has a mission to serve the international community with 

information about the world’s soil.

• Spatial Data Infrastructures orient towards soil data serving

• SDI providing metadata catalogues, web services, REST



• ISRIC  metadata catalogue is used for dataset 

distribution and metadata record search

• Using Geonetwork 3.6.0 supported by GeoCat B.V.

https://data.isric.org



• Tomcat8 servers running Geonetwork and Geoserver

• Several horror stories of migration between physical 

server providers (different EU countries).

• Hard to update and upgrade physical servers  and 

docs and audit only using written documents



• Started to use docker containers to deploy server 

instances on physical servers

• Instead of doc files we have now Dockerfiles and 

README.md on gitlab/github



• Still needed a platform for containers to run - Cloud

• OpenShift is a container platform based on kubernetes



https://kubernetes.io



• K8 “rival” is Docker Swarm 

• K8 can deploy other containers aside form Docker

• K8 supported by Google

Versus



• Pods are the smallest unit on kubernetes system.

• Pods contain container(s), volumes and internal network.

• Containers in same pod share resources (have access to)



• Node is a VM or physical machine running the pods



• Nodes are grouped and monitored by resource schedulers

• Nodes and supporting management make a K8 cluster 

(Kube)



• Vertical versus Horizontal scaling

• Recommended is for horizontal scaling, also more resilient. 



• K8 are totally oriented for horizontal scaling

• Very easy to scale - extra pods and/or nodes

  



• K8 have a steep learning curve 

• Different systems and big number of yaml 

configuration files

  



https://bit.do/k8-deploy-example



https://www.openshift.com/

• Container application platform

• Nice GUI to manage applications running on k8  



• We have projects that manage, services, routes,resources, 

builds

• Project contains a geonetwork + postgresql instances



• Pod running a geonetwork image 



• We have full control CPU cycles and memory that container 

can use



• Can monitor CPU/memory/Network



• When we create a new container or change configurations 

we have a new deployment

• It is possible to roll back to previous deployments



• When we create a new container or change configurations 

we have a new deployment

• It is possible to roll back to previous deployments 

(COOL FOR CATS)



• Router (HAproxy) can encrypt/control HTTPS traffic



• Possible to deploy containers from catalogue

• Containers optimized for OpenShift



• WUR Gitlab and Openshift are associated.

• Build a dockerfile extending Geonetwork image

• Current version: Geonetwork 3.6, Tomcat8.5, JRE8



• Geonetwork images on dockerhub made by GeoCat B.V

• GeoCat provides a service for automatic deployment of 

Geonetwork and Geoserver called GeoCat live





• When we push an image to repository, the trigger make a 

new openshift deployment



• What have we learned :)

• Geonetwork consumes a lot of memory increasing the price 

of containers

• If there is not enough resources, pods get restarted BUT 

users don't notice much 



• Good experience with redeployment in case of problems

• Take some time to set all configurations but when it works

• Increased speed by having more database pods  



Let Op!!! 

Pythonist commenting on JVM Options 



• HOW DARE YOU!!! PUTTING JAVA ON A CONTAINER 



• Major issue is that containers have memory/cpu resource 

limitation.



• Major issue is that containers have memory/cpu resource 

limitation.



• JVM "sees" 4 Gigas of available memory and not the 3 Gigas 

allocated exclusively to Geonetwork  



• JVM "sees" 4 Gigas of available memory and not the 3 Gigas 

allocated exclusively to Geonetwork  

• Pods being restarted with no log information  aside from 

the OOMKilled (Out of Mememory Killed)

• OOMKilled  indicates a resource quota problem



• From Java 9 onwards and from 8u131+ onwards

• -XX:+UnlockExperimentalVMOptions 

-XX:+UseCGroupMemoryLimitForHeap

• For JAVA 10 we no now have -XX:UseContainerSupport



• STILL OOMKill and strange memory leaks

• Some research until it was discovered: 

-XX:+UnlockExperimentalVMOptions



• -XX:+UnlockExperimentalVMOptions not an option for 

Geonetwork but OK for Geoserver

• Solution to limit memory: -XX:MaxRAM=3000m

• Dockerfile JAVA_OPTS have to be in sync with resource 

allocation on OpenShift 





• ISRIC has a webDAV service for service files

• WebDAV  running on Alpine OS + Apache2

• What is the size of the image?



4.8 Megas !!!!!

UBUNTU IS HEAVY !!!



Thank you!


